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Abstract: In modern electronics, specifications for products have constantly been tightened due to performance competi-

tion. The processes for product development and manufacturing have been developed to meet the tighter specifications 

and quality requirements. The development of test methods and measurement devices have not been as fast, and as a con-

sequence, the relative impact of measurement errors has increased. Traditionally, the measurement inaccuracies have been 

compensated by tightening the acceptance limits. This study concentrates on analysing, through simulation, how compa-

nies should minimise the failure costs by adjusting acceptance limits. The study shows, in contrast to the conventional 

thinking, that widening the acceptance limits makes business sense in some cases. 
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INTRODUCTION   

Complexity of products and time-to-market demands, to-
gether with the decrease in physical dimensions in electron-
ics cause pressures for manufacturing processes. Increased 
complexity has added to the number of tests to be conducted, 
making testing ever complicated, time-consuming, and 
costly. The accuracy of measurements systems, process 
variation, failure costs and adjusting acceptance limits are 
vital parameters for optimising costs in electronics manufac-
turing.  

Specification limits describe requirements for products, 
while acceptance limits are the actual decisive factors in 
manufacturing. Conventional approach has been tightening 
the acceptance limits, in order to assure quality [1-4]. This 
study analyses whether it is worthwhile from the business 
perspective to consider the opposite, and widen the accep-
tance limits. 

Traditionally, variation of manufacturing processes has 
been dissected, in both industry and in the literature, as de-
scribed in Fig. (1A) [5]. Process variation has been relatively 
significant compared to the specification limits, and thus the 
dominant factor for assessing processes. The measurement 
error has been added into Fig. (1B) to illustrate the impact of 
inaccuracy of measurement systems. The measurement error 
has typically been small compared to process variation. 

Constant product performance requirements have lead to 
ever tighter specifications in modern high technology sector 
[6]. The improvement in design of manufacturing processes 
has been even faster. A typical parameter variation curve is 
narrow in capable processes, as shown in Fig. (1C). When 
processes are capable the measurement inaccuracy has more 
relative importance and has therefore become a more domi-
nant factor, as shown in Fig. (1D) [7]. 
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Measurement errors are unavoidable, and thus must be 
addressed [5]. This study discusses the optimal placement of 
acceptance limits, based on the relation of process capability 
and measurement error of test systems in modern capable 
high volume electronics manufacturing. Controlling accep-
tance limits is based on risk assessment and on economic 
considerations. This paper considers, through simulation, the 
economic impact of faults in products received by custom-
ers, in relation to false alarms, caused by the inaccuracy of 
measurement systems. These costs are compared to each 
other in order to find an ideal economic balance. The mini-
misation of quality costs is studied by analysing the feasibil-
ity of widening or tightening the acceptance limits. 

The empirical part of the study contains two stages. The 
first stage utilises real industrial data for analysing the cur-
rent status of both, process capabilities, and measurement 
system inaccuracies. The second stage, the key of this study, 
simulates the economic impact of adjusting acceptance lim-
its, and is conducted for a large set of values of process 
variation, measurement system variation, and internal & ex-
ternal failure costs. All the parameters are company specific, 
thus when the values are know, the optimal placement of 
acceptance limits can be calculated. This study clarifies the 
basis, and the principles for this type of calculations. 

The essence of the previous paragraphs can be condensed 
into the following research questions: 

RQ1. Is it economically feasible to widen the acceptance 
limits in some cases? 

RQ2. What are the circumstances, where widening makes 
good business sense, and how can the required calculations 
be made in principle?  

THEORY 

Generally, quality costs can be divided into conformance 
and non-conformance costs. Conformance costs cover both 
prevention and appraisal, while non-conformance costs in-
clude internal and external failure costs [8-10]. 
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Product variation is a significant factor affecting product 
quality and causing costs. Therefore, it is sensible to mini-
mise product variation in manufacturing. There are numer-
ous methods of minimising variation (prevention), e.g. statis-
tical process control (SPC) tools [11, 12], six sigma methods 
[13-15], Taguchi´s Design of experiments [16, 17]. Also, the 
development and purchase of different test methods and 
equipment are economically feasible (appraisal). Test 
equipment investments require, however, economic justifica-
tion [5].  

For clarification, this study does not cover the issues of 
minimising product variation in manufacturing, nor improv-
ing the accuracy of measurement and test systems. On the 
contrary, they are merely considered as a starting point.  This 
study concentrates on mathematically analysing, how com-
panies should minimise the failure costs by adjusting accep-
tance limits. 

The key terminology for understanding this research in-
cludes the concepts of process capability indices (PCI), Type 
I & Type II errors, guardbands, and gauge reliability and 
reproducibility (GR&R).  

The PCIs are used to numerically describe the capability 
of a manufacturing process to produce items fulfilling the 
quality requirement preset [18]. Type I & Type II errors are 
false judgements on product quality due to the inaccuracy of 
a measurement system. Type I error occurs when a good 
product fails a test (internal failure costs), and a Type II er-
ror occurs when a defective product is passed on to a cus-
tomer (external failure costs) [19]. Product specific ratios of 
these internal and external failure costs are used later in this 
study when calculating the economic impacts. 

The concept of guardbands represents the methods to 
tackle the inaccuracy of a measurement system by tightening 

the acceptance limits in order to secure product quality seen 
by customers, while attempting to minimise the quality costs.  
There are numerous studies on guardbands and how to spec-
ify them optimally [1-5]. These studies, however, examine 
guardbands from the viewpoint of quality assurance, where 
the special emphasis is not on minimising the quality costs.   

GR&R is a methodology to describe the capability of a 
measurement system [20-22]. The studies on GR&R, how-
ever, do not discuss what to do, or how to react, if the meas-
urement system is not particularly capable.  

This paper considers the above-mentioned issues in a 
new manner. The aim is to utilise data on process capability 
and data on the inaccuracy of a measurement system 
(GR&R) to control the acceptance limits, so that the ex-
penses caused by faulty products will be optimally mini-
mised.  

PROCESS CAPABILITY 

The purpose of manufacturing is to ‘duplicate’ the prod-
ucts designed by R&D. In mass production thousands and 
millions of products are manufactured.  Nevertheless, manu-
facturing processes are never stable enough for every prod-
uct to be an ideal replica of the desired product [23]. There-
fore, different methods must be utilised to compensate these 
deficiencies. 

Process capability indices (PCIs) are used in the manu-
facturing industry to provide numerical measures on whether 
a process is capable of producing items within the predeter-
mined specification limits [24].  The modern high-volume 
industry has been forced to develop its process capability to 
ever higher levels to meet the high-level demands set for the 
products. As a consequence process deviation is narrow in 
capable processes. For example, the process in Fig. (1C) is 
more capable than the one in Fig. (1A). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. (1). Process Variation and Inaccuracy of Measurement System in Traditional and Capable Processes. 
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The most common PCIs include Cp [25], and Cpk [26]; 
see equations 1 & 2.  

6

LSLUSL
C p = ,           (1) 

Cpk =
min USL μ,μ LSL }{

3
,        (2) 

where μ is the process mean, USL is the upper specification 
limit, LSL is the lower specification limit and  is the proc-
ess standard deviation. 

The real values of μ and  in a process remain unknown, 
because in practise values are calculated from sample data. 
Instead, an average,  (see equation (3)), and standard de-
viation, S of collected data are used (see equation (4)) to 
calculate Cp and Cpk. The data used for calculating Cp and 
Cpk are based on samples. Relatively large samples are re-
quired the values to be reliable (100 to 200, at least) [27]. 
There are several studies on calculating Cp and Cpk using 
sample data, see e.g. [28, 29].  
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The use of Cp and Cpk assumes the process output to be 

normally distributed, process variation to be symmetrical and 
the target (T) to be in the centre of the specification tolerance 
[23, 30, 31]. All of these requirements must be fulfilled for 
these indices to be fully utilised [27]. This study, however, 
assumes Cp and Cpk to be reliably calculated. Deeper analy-
sis of their calculations is outside the scope of the study. 

Electronic products, like any other products, are manu-
factured using materials and processes that are inherently 
variable while the manufacturing process variability is usu-
ally approximated by normal distribution, see e.g. [32]. The 
normal distribution is characterised by the bell-shaped and 
symmetrical Gaussian curve [33].  Although, there are situa-
tions where the non-Gaussian distributions are possible, this 
study assumes, for simplification, that processes and meas-
urement errors are normally distributed. 

MEASUREMENT ERRORS 

Tests provide information not only on individual 
characteristics of products but also on processes and the 
instrument used for measuring [1]. The accuracy of 
measurement systems is crucial when assessing product 
quality. The inaccuracy of test equipment is a relatively 
common problem, in the electronics industry, causing 
expenditure [34]. These expenditures are caused by phantom 
defects, i.e. there is nothing wrong with the actual product, 
but the fault is in the system used for testing.  

Variability in measurements can result in false conclu-
sions on product quality. Measurement errors are unavoid-
able due to the variations in operators and/or devices regard-
less of how well measurement procedures are designed or 
maintained.  Inaccuracies in manufacturing testing cause two 

different types of errors, both of which result in extra costs 
and lower manufacturing quality. As mentioned before, a 
Type I error occurs when a good product is failed, and a 
Type II error occurs when a defective product is passed on 
to a customer. [5, 19]. Fig. (2) describes all the four different 
test cases including the two correct assessments (test cases 1 
& 2). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. (2). Four test cases. 

There are several ways to control and minimise meas-
urement errors. The most immediate approach to control 
measurement errors is to buy more precise and expensive 
measurement equipment and hire/train personnel that are 
more competent. However there are technical and economic 
limits [5]. 

GAUGE RELIABILITY AND REPRODUCIBILITY 

There are five main concepts that are used to describe the 
performance of a measurement system: accuracy, repeatabil-
ity, reproducibility, stability and linearity, see [35]. Even 
though the absolute accuracy of measurement systems is 
important, reliability and repeatability/reproducibility are 
even more important. When calculating the process capabil-
ity it is also important to assure that the measurement 
equipment is capable enough. The variation of a measure-
ment system should be narrow compared to the preset speci-
fications [23]. 

The variability of measurement systems is also known as 
gauge (or gage) variability. Most of the measurement errors 
can be measured and quantified through gauge reliability and 
reproducibility (GR&R) methodology, which is a commonly 
known concept (e.g. in Six Sigma). Measurement systems 
include test equipment and operators. Variability of meas-
urement systems should be small in relation to both process 
variability and specification limits. The purpose of conduct-
ing the GR&R study is to quantify measurement error and to 
reduce the measurement system variation if it is excessive. 
Hu et al. [36] note that when categorising products as good 
and bad the GR&R should be compared to the specification 
area. On the other hand, if the process itself is to be devel-
oped the GR&R should be compared to the total variation. A 
common rule of thumb is that the measurement variability 
should be no greater than 10 % of the smaller, of either the 
process variability or specification limits [32, 37].  
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It is common in scientific studies to analyse processes 
with Cp or Cpk values between 1 (3 sigma) and 2 (6 sigma). 
On the other hand some researchers argue that the GR&R 
target of 10 % is too demanding, see e.g. [38]. The studies 
typically analyse single tests. In the electronics sector the 
products are, however, complicated comprising of numerous 
components and features, and are tested through a high num-
ber of tests. As a consequence, more is required from every 
individual test and to keep the product quality high.  

In a typical GR&R study, several operators each measure 
a selected set of items more than once. In the GR&R, re-
peatability is a measure of the consistency of readings of the 
same part for a single operator and reproducibility is a meas-
ure of variation in average measurements, when different 
operators (appraisers) are taking many measurements of the 
same part. GR&R methodology is based on a controlled and 
defined measurement procedure. More in depth information 
on GR&R methodology can be found for example in [32, 
37]. 

REACTING TO MEASUREMENT ERRORS 

Adjusting acceptance limits is crucial when attempting to 
improve process performance [30]. Acceptance limits are 
traditionally tightened to reduce Type II errors and their ad-
verse effect on customer satisfaction. The difference between 
tightened acceptance and original specification is called a 
guardband, which was pioneered by [39, 40]. However, for 
a given instrumentation inaccuracy, a reduction in Type II 
errors causes an increase in the Type I errors and in associ-
ated waste: scrap and rework. Guardbands are often used in 
manufacturing testing when instrumentation inaccuracies are 
present, in order to protect against the error of inadvertently 
certifying a defective product as good. Unfortunately, guard-
bands also increase the amount of good products that are 
erroneously failed in testing [5, 19]. 

THE SIMULATION PROCESS 

In this study, the value of testing is based on the minimi-
sation and management of risks. Risk is defined as the prob-
ability of an event multiplied by its impact (loss), see e.g. 
[41]. 

Combining quality costing and risk based approach en-
ables economic optimisation. There can be four different test 
cases as presented earlier in Fig. (2). (1) a good product is 
assessed as good, (2) a bad product is assessed as bad, (3) a 
good product is assessed as bad (Type I error), and (4) a bad 
product is assessed as good (Type II error). By analysing the 
probability of each test case and multiplying it by the costs 
caused by it, the total costs are calculated.  

The probabilities of the test cases are calculated by using 
the process variation (Cpk) and the variation of the meas-
urement system. In practice, the latter can be obtained from 
the GR&R analysis. In this study both the process and the 
inaccuracy of the measurement system are assumed to be 
normally distributed.  

The probability for each test case (1-4) is calculated by 
multiplying normal distribution of the particular test parame-
ter by the normal distribution of the measurement system. 
Due to the fact that the functions of normal distributions 
cannot be integrated [33], numerical methods must be used 

for the calculations. In this study, the probabilities for the 
test cases are calculated as follows: 

1. Normal distributed test data have been divided into 
100 even segments from -6  to +6 . 

2. The area of normal distribution falling within each 
segment is calculated by using normal distribution 
functions. 

3. The peak of variation on normally distributed meas-
urement system and the centre of each segment is 
placed on top of each other.  

4. It is then checked whether the central point of each 
segment is inside the specification limits. If the cen-
tral point is inside the given limits, the cases 1&3 
are valid, and if the central point is outside the lim-
its, the cases 2&4 are valid.  

5. The variation of the measurement system within 
each segment will always fall partially inside and 
outside the specification limits. The shares for these 
two are calculated for each segment separately using 
normal distribution functions.  

6. The shares obtained in 5, are multiplied by the cor-
responding shares of test data for each segment to 
obtain the probabilities of the test cases. 

7. The results for each segment are summed to get the 
total probabilities for each test case for the normally 
distributed area.  

After calculating the probabilities for each test case (1-4), 
the quality costs can be estimated for each distinct test case. 
This can be done by calculating the quality related expenses 
for each test case by multiplying the probability of the test 
case with related internal and external failure costs.    

Obviously, the test case 1 (good products) does not cause 
any additional expenses. The test cases 2 and 3 cause addi-
tional fault-finding and repair costs (internal failure costs). 
The test case 4 causes expenses on additional fault-finding, 
repair, and on customer dissatisfaction (external failure 
costs).  

The costs for the test cases 1 to 4 were summed up to ob-
tain the total failure costs. Eventually, conclusions were 
made on how to adjust the acceptance limits in different 
situations. This was done by calculating the total failure 
costs by using different values for the analysed parameters 
(process capability, and inaccuracy of the measurement sys-
tem and acceptance limits).  

RESULTS 

The empirical part of the study was conducted in two 
stages. The intention of the first stage was to confirm the 
relevancy of considering widening the acceptance limits. The 
second stage, the key of this study, simulates the economic 
impact of adjusting acceptance limits, and is conducted for a 
large set of values of process variation, measurement system 
variation, and internal & external failure costs. 

ELECTRONICS INDUSTRY PROCESS DATA 

An initial analysis was conducted in this study to reveal 
the current state of manufacturing process capability and 
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accuracy of measurements systems in the modern electronics 
industry. The raw data (obtained from the industry) included 
the results from 238 different tests, the sample size being 
108. The data also included GR&R results for the tests. The 
Cp values for the tests were calculated and analysed based 
on this data (see Table 1). The Table 1 shows that in most 
cases the Cp values are higher than 2.00 (96.2 % of the 
tests), which mean very high quality (beyond six sigma). 
Only in 3.8 % of the tests the Cp value is less than 2, which 
is at the six sigma level. This means that the product devel-
opment process is in a very good shape at least as far as 
these parameters are concerned. 

Table 1. Process Capability of Modern Industry 

Cp 0-1 1-2 2-5 5-10 >10 

 Number of 

tests 0 9 46 91 92 

 
The Table 2 presents the relationship between GR&R 

and specification limits. It can be noted that the GR&R val-
ues for the measurement equipment are mainly good. Only in 
two tests the GR&R/SL is over 10 %, which is, in the litera-
ture, considered as the threshold value for good systems.  

 

Table 2. Measurement Variation Compared to Specification 

Limits 

 

Variation of measurement system / spec limits 

(GR&R/SL) 

 0-5 % 5-10 % 10-15 % >15 % 

Number of tests 220 16 2 0 

 
The Table 3 shows the variation of GR&R compared to 

the variation of the test results. The variation of the meas-
urement system is significant compared to product variation.  

 

Table 3. Measurement Variation Compared to Product Varia-

tion 

 

Variation of measurement system / product variation 

(GR&R/ ) 

 0-10 % 10-30 % 30-100 % >100 % 

 Number of 

tests 0 0 150 88 

 

These results (Tables 1 to 3) support the claim presented 
in Fig. (1D), on the situation, where the processes in current 
electronics companies are extremely capable, and that the 
inaccuracy of the measurement systems is significant in rela-

tion to the process variation. This justifies the simulations of 
the second stage. 

 

SIMULATION RESULTS 

There are three parameters that affect the definition of 
acceptance limits: 

1. process capability 

2. variation of the measurement system 

3. the relationship between defect costs (external qual-
ity costs) and repair costs (internal quality costs) 

This study analyses adjusting acceptance limits by using 
four different internal and external failure cost ratios (1:10, 
1:24, 1:50 and 1:100). The 1:24 cost ratio was selected based 
on input of a case company. The other ratios are for under-
standing how sensitive this ratio is. The ratio can be differ-
ent, and it is vital for a business to understand the situation 
specific to them.  

The question on, whether to make acceptance limits 
tighter or wider has been dissected in this study by analysing 
the total failure costs by increasing, or decreasing, the speci-
fication limits by 10 %.  Ten percent was selected for an 
obvious simplicity. 

Table 4 presents the implications of increasing, or de-
creasing, the acceptance limits in comparison to the failure 
costs.  The example presented in Table 4 has Cpk of 1.5 and 
GR&R/SL of 15 % and 1:24 cost ratio. The costs for the test 
cases 2-3 have been calculated with the coefficient 1 and for 
the test case 4 with the coefficient 24. Table 4 clearly shows 
how, in this particular case, widening the limits would make 
sense from the economic viewpoint.  

As an example of interpreting Table 4: should one mil-
lion products be manufactured, each requiring one hundred 
tests, internal cost being 1 $ per failure, and external cost 
being 24 $ per failure, ten percent wider acceptance limits 
would result in savings of = (0.007-0.003)*100*1 000 000 = 
400 000 $. 

Tables 5 through 8 present the results of this study.  The 
tables analyse how the acceptance limits should be posi-
tioned, in order to minimise the failure costs. The analysis 
covers process capability values 1-2, and measurement sys-
tem variation in relation to specification limits (GR&R/SL) 
in the range of 0.1%-20%. For each Cpk and GR&R/SL 
combination, all three possibilities of keeping the acceptance 
limits as they are, widening, or making them tighter are con-
sidered. This is done on the basis of the total costs by select-
ing the most favourable option. This study presents four dif-
ferent internal/external failure cost ratios: 1:10 (Table 5), 
1:24 (Table 6), 1:50 (Table 7), and 1:100 (Table 8). 

Tables 5-8 clearly point out how, in many situations, 
widening the acceptance limits is economically feasible. It 
can be seen how, with well-specified products, in capable 
manufacturing processes, it would be sensible to consider 
widening the acceptance limits to minimise the total costs. 
The more inaccurate the measurement system is the less ca-
pable processes allow widening of the limits.  

It can be seen out of the Tables 5 through 8 how inter-
nal/external cost ratios affect the adjustment of acceptance 
limits. Obviously, the smaller the difference between internal 
and external failure costs is, the more economical it is to  
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Table 4. Numerical Example of Calculations (Cpk 1.5, GR&R/SL 15%, Cost Ratio 1:24) 

  

OK 

(Test case 1) 

Fail 

(Test case 2) 

Type I 

Test case 3 

Type II 

Test case 4 
Total 

Original      

% (probability of occurrence) 99.26 % 0.0003 % 0.74 % 0.0002 % 100 % 

Cost 0 0.000 003 0.007 383 0.000 052 0.007  

10 % tighter      

% (probability of occurrence) 98.41 % 0.0004 % 1.59 % 0.0002 % 100 % 

Cost 0 0.000 004 0.015 922 0.000 037 0.016 

10 % wider      

% (probability of occurrence) 99.68 % 0.0000 % 0.32 % 0.0005 % 100 % 

Cost 0 0.000 000 0.003 209 0.000 111 0.003 

 

Table 5. How the Acceptance Limits Should Be Adjusted When Internal External Cost Ratio Is 1:10 

 Variation of measurement system /spec limits (GR&R/SL) 

Cpk 0.1 % 1 % 3 % 5 % 10 % 15 % 20 % 

1 = = = = = > > 

1.25 = = = = > > > 

1.5 = = = > > > > 

1.75 = = = > > > > 

2 > > > > > > > 

 

Table 6. How the Acceptance Limits Should Be Adjusted When Internal External Cost Ratio Is 1:24 

 Variation of measurement system /spec limits (GR&R/SL) 

Cpk 0.1 % 1 % 3 % 5 % 10 % 15 % 20 % 

1 = < < < = = = 

1,25 = < < = = > > 

1,5 = = = = > > > 

1,75 = = = > > > > 

2 > > > > > > > 
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Table 7. How the Acceptance Limits Should Be Adjusted When Internal External Cost Ratio Is 1:50 

 Variation of measurement system /spec limits (GR&R/SL) 

Cpk 0.1 % 1 % 3 % 5 % 10 % 15 % 20 % 

1 = < < < < = = 

1,25 = < < = = > > 

1,5 = = = = > > > 

1,75 = = = = > > > 

2 > > > > > > > 

 

Table 8. How the Acceptance Limits Should Be Adjusted When Internal External Cost Ratio Is 1:100 

 Variation of measurement system /spec limits (GR&R/SL) 

Cpk 0.1 % 1 % 3 % 5 % 10 % 15 % 20 % 

1 = < < < < < = 

1,25 = < < < = = > 

1,5 = = < = = > > 

1,75 = = = = > > > 

2 > > > > > > > 

< = make acceptance limits tighter 

= = keep acceptance limits as they are 

> = make acceptance limits wider 
 
widen the acceptance limits. And vice versa, the greater the 
difference is, the more sensible it is to tighten the limits. 

CONCLUSION 

One important question management faces in electronics 
manufacturing is; when and how should the acceptance lim-
its be adjusted? The common way of thinking is to make the 
limits tighter in order to secure the desired quality. This 
study supports this practise only when the manufacturing 
process is not particularly capable and when the measure-
ment inaccuracy compared to the specification limits is less 
significant (< 5 %).  

If the manufacturing process is at the six sigma level 
(Cpk is 2 or better), tightening of the acceptance limits 
causes extra costs due to phantom defects. In capable proc-
esses, the acceptance limits should be widened instead of 
tightened. Widening the limits is also justified in processes 
with lower capabilities if the accuracy of the measurement 
equipment is relatively poor.  

This study confirms that the manufacturing processes in 
successful electronics companies are very capable (way be-
yond six sigma) and that the inaccuracy of the measurement 
systems is reasonable. The companies have noticed how 
phantom defects are a noteworthy problem. In order to tackle 
this problem companies should abandon their old mindset of 
always tightening acceptance limits. These tactics do not 
function in all situations, in modern capable processes of 

electronics manufacturing. The decisions should, and can be 
made on economic basis. 

In order to adjust acceptance limits on economic basis, 
the probabilities for different test cases must be calculated. 
The values, or good estimates, over the following parameters 
are required: Process capability (Cpk), measurement systems 
variation (GR&R), and the ratio of internal and external fail-
ure costs. A procedure to execute the calculations is pre-
sented in this paper.  

The interesting findings of this study require further re-
search, especially from other business sectors. Also, it would 
be beneficial to clarify how much the acceptance limits 
should be moved. 
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