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Abstract: This paper presents a new fusion algorithm which can effectively solve the problem that has unobvious infrared 
target and low contrast in infrared and visible image fusion. This paper’s innovation point is its fusion rule. Other algo-
rithms’ fusion rules usually use pulse coupled neural network (PCNN) and region characteristics to select low frequency 
or bandpass subband coefficients. The proposed algorithm innovatively applies improved PCNN and region characteris-
tics to the selection of both low frequency and bandpass subband coefficients in nonsubsampled contourlet transform 
(NSCT) domain. First, the subband coefficients of original image are obtained by NSCT. Then, the decomposed subband 
coefficients are processed by using PCNN, whose fire mapping images are obtained. The method of region standard devi-
ation is used to choose the fusion coefficients of fire mapping image, which acquires more image information in low fre-
quency part. For bandpass subband coefficients’ fire mapping image, the method based on region energy is adopted for 
fusion coefficients, which makes the bandpass part capture more energy. Finally, the fused image can be obtained by in-
verse transform of NSCT. Compared with typical wavelet-based, NSCT-based and NSCT-PCNN based fusion algorithms, 
experiment shows that the new proposed algorithm can improve the fused image’s objective evaluation index significant-
ly, obtaining a prominent infrared target and better fusion image quality. 
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1. INTRODUCTION 

Image fusion is a process in which multiple sensor imag-
es are processed to extract useful information of each image, 
fusing a new image. It combines the advantages of each sen-
sor image, contrasting with the same scene, with its repre-
sentations being richer than a single sensor image [1]. Cur-
rently, domestic and foreign scholars are conducting an in-
depth research on infrared and visible images fusion. Infra-
red image has interference ability and low resolution. Visible 
image is rich in spectral information, but is easily affected by 
the external factors. The two types of images exist comple-
mentary in the objective, which compensates their shortcom-
ings by integration, to give full play to their favorable prop-
erties and to get more fully accurate image information. Fu-
sion of infrared and visible images in practical applications 
is very broad, especially in military reconnaissance, target 
recognition, medical image, security surveillance and remote 
sensing. 

There are pyramid transform algorithm [2-4], wavelet 
transform algorithm [5, 6], curvelet transform algorithm [7] 
and contourlet transform algorithm [8] for infrared and visi-
ble image fusion. But these algorithms have some deficien-
cies. The nonsubsampled contourlet transform (NSCT) [9] is 
an excellent image multi-scale analysis tool. It has time-
frequency localization characteristic, anisotropy and shift-
invariance. Through NSCT, sparse representation of image 
can be obtained. It has received widespread attention for  
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fusion of infrared and visible images. Liu Guixi et al. [3] 
adopted contrast pyramid method to decompose the infrared 
and visible image, using the weighted average method in the 
low frequency part, and to apply the selection and weighted 
average method based on rectangle region characteristic 
measurement in the high frequency part except the top layer. 
In the process, the fused images have good visual effect 
through selectively highlighting the comparison with differ-
ent frequency bands of the image. Liu Kun et al. [10] seg-
mented the infrared and visible image considering the spatial 
frequency as the target area measurement in NSCT domain. 
Detecting the edge region of infrared and visible image, 
combined with the visible image’s back ground region, fu-
sion strategy was proposed, at last obtaining the fused image. 
It not only could effectively capture the infrared target, but 
also maintain the background information of visible image. 
Guo et al. [11] adopted the strategy to mix similar structure 
and energy distribution of the energy area  together to obtain 
the image fusion. Li Meili et al. [12] adopted edge method in  
low frequency subband coefficients of NSCT domain, and 
used the improved pulse coupled neural network (PCNN) to 
choose fusion coefficients in the high frequency part, and 
adopted PCNN’s [13] global coupling and pulse synchroni-
zation of neurons to obtain better fusion effect. A variety of 
methods have been proposed for infrared and visible image 
fusion, but the most appropriate method has not been found 
yet. 

In image fusion, the fusion rules play an important role. 
More extensive use of fusion rule involves the pixel, such as 
taking the maximum absolute values of the fusion coeffi-
cients, combining selection and weighted average which 
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have been proposed by Burt and others [14]. Details of the 
features in the image are usually expressed by pixels in the 
same region, and the pixels in the same region have a close 
relationship with each other [5]. Fusion rules based on region 
make the energy, standard deviation and spatial frequency 
the characteristic operators, which process all the pixels in a 
region, and are more ideal compared with the image fusion 
based on simple pixel fusion rules. 

In order to obtain more outstanding infrared target and 
higher contrast fused image, combining NSCT, PCNN and 
region characteristics, the paper proposed a new fusion rule. 
In the NSCT domain, the PCNN and region characteristics 
are applied innovatively to low and high frequency coeffi-
cients selection. The fusion rule is: first, the image is decom-
posed by NSCT, and in the NSCT domain, the improved 
PCNN is used to process the low frequency and high fre-
quency subband image and fire mapping maps in low and 
high frequency are obtained. The selection of fusion coeffi-
cients of low frequency fire mapping maps is made on the 
basis of taking maximum absolute value method and the 
combination of region standard deviation.  The fusion coef-
ficient in high frequency fire mapping maps adopts the 
method of taking maximum absolute value and combining 
the region energy. Finally, through subjective and objective 
comparison among the proposed algorithm and other algo-
rithms, the validity of the proposed algorithm can be proven. 

2. FUSION RULES AND FUSION STEPS 

2.1. NSCT 

The nonsubsampled contourlet transform (NSCT) con-
sists of two parts: nonsampled pyramid (NSP) and nonsub-
sampled directional filter banks (NSDFB). It only uses up-
sample filter, gets the shift-in variance, overcomes the fre-
quency aliasing and eliminates the fusion image of pseudo-
Gibbs phenomenon. The NSCT schematic diagram is shown 
in Fig. (1). 

Firstly, the image is decomposed by NSP and low fre-
quency subband image and bandpass subband image are ob-
tained with the same size as the source image. Then, the 
band pass subband images in multiple directions are captured 
by NSDFB. According to the number of the image decompo-
sitions, the low frequency subband decomposition above is 
repeated until it is completed. In this paper, the infrared and 
visible image decomposition is carried out by NSCT, which 
obtains coefficients TI,L (m,n), TV,L (m,n) of low frequency 
subband, and bandpass subband coefficients TK I,J(m,n) and 
TK V,J (m,n) in the NSCT domain. J is the decomposition 
layer and k is the direction number. With the proposed fusion 
rules to select the decomposed subband coefficients, the final 

image fusion coefficients BF,L (m,n) and HK F,J(m,n) are 
obtained,  and by reconstructing  the final fusion coefficients 
in the NSCT domain, the fusion image can be achieved. 
2.2. Fusion Rule Based on PCNN and Region Standard 
Deviation for Low Frequency Part 

The simplified and improved version of Eckhornneuron 
model [15] is shown in Fig. (2). This model consists of three 
parts: the input area, the input connection region and the 
pulse generator. The input area receives the external incen-
tive, transmitting signal to the input connection through the 
channels F and L. Due to interaction with the pulse genera-
tor, the output Y is finally obtained. 
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Fig. (2). Improved PCNN model. 

The iterative formula of the improved model is as fol-
lows: 

  
Fij (n) = Iij                (1) 

  
Lij (n) = e-αL Lij (n -1)+VL WijklYkl (n -1)

kl
∑         (2) 

  
Uij (n) = Fij (n)(1+βLij (n))            (3) 
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Eij (n) = e-αE Eij (n -1)+VEYij (n -1)          (5) 

Iij is the external incentive for neurons pixel gray value, 
Lij is the connection of the input neurons, Uij is the internal 
network, Yi is the output of network, Eij is the dynamic 
threshold and n is the maximum number of iterations. Β is 
the connection strength. VL and VE are amplification coeffi-
cients of dynamic  internal neural network connected with 
domain L and threshold E.  Their decay time constants are 
respectively αL and αE. Wijkl refers to the connecting range 
neurons for the coupled domain. The connection range neu-
rons are k and l. The specific process of the network is that 
neurons receive external incentives of channel F and other 
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Fig. (1). Schematic diagram of NSCT. 
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neurons input from the channel L. Uij is attained through  
formula (3) with internal activities. If  Uij is bigger than the 
dynamic threshold that is, E,Yij(n)=1, it means that the neu-
rons are ignited, and if  Yij(n)=0, it means that they are not 
ignited. When neurons are ignited, the dynamic threshold  
suddenly increases and the pulse output  stops. When the 
threshold is reduced to less than Uij, the neuron is ignited 
again and produces ignition pulse output, which is repeated 
until the maximum number of iterations is reached. 

In the image processing of PCNN, the number of neurons 
in the network is the same as the number of image pixels to 
be processed, with each pixel having a corresponding neu-
ron. Pixel gray values are taken as input neurons of the ex-
ternal motivation and the pulse output is obtained through 
internal neurons processing. In the maximum number of iter-
ations,  ignition output of all the neurons is acquired. The 
output of neural image ignition is the fire mapping images by 
PCNN processing. 

Low frequency component of the image contains the 
general characteristics of image, such as the whole contour, 
the contrast of the image, the target information etc., which 
is the approximate expression of an image. Therefore, the 
quality of low frequency part of the image fusion plays a 
very important role. In this algorithm, the gray level of low 
frequency and high frequency coefficients in NSCT domain 
are considered as the value of PCNN external excitation in-
put. Connection range set of PCNN neurons is set to 5 and 
the maximum number of iterations is set to 200. For the pro-
cessing of low frequency part, the method of taking max 
absolute value is used combined with region standard devia-
tion. Region standard deviation expresses the discrete case of 
region pixel gray value, the whole average gray pixel and the 
image data. The greater the standard deviation and the more 
obvious the difference among the pixels, and the more image 
information the region gets. In addition, the greater the abso-
lute value is and the greater the pixel value is, the greater the 
information is obtained. Firstly, large absolute values of co-
efficients in the low frequency part of fire mapping images 
are obtained, so that most of the energy of the image can be 
acquired. When the absolute values of the low frequency part 
in the two images are equal, larger region standard deviation 
is adopted, which is considered as the fusion coefficient. The 
fusion rules are shown as follows: DI,L(m,n), DV,L(m,n) are 
the low frequency coefficients of infrared and visible images 
in the fire mapping image; σI,L(m,n), σV,L(m,n) are the stand-
ard deviations of infrared and visible images in the fire map-
ping image. The region window is set to 3x3 and BF,L(m,n) is 
set as low frequency fusion coefficient. 

  
BF ,L (m, n) =

DI ,L (m, n), abs[DV ,L (m, n)] < abs[DI ,L (m, n)]

DV ,L (m, n), abs[DV ,L (m, n)] > abs[DI ,L (m, n)]

⎧
⎨
⎪

⎩⎪
          (6) 

When the absolute values DI,L(m,n) and DV,L(m,n) are 
equal, fusion coefficient in low frequency is shown as fol-
lows: 

  
BF ,L (m, n) =

DI ,L (m, n),σV ,L (m, n) ≤σ I ,L (m, n)

DV ,L (m, n),σV ,L (m, n) >σ I ,L (m, n)

⎧
⎨
⎪

⎩⎪
     (7) 

2.3. Fusion Rule Based on PCNN and Region Energy for 
the High Frequency Part 

The high frequency part of the image represents the im-
age edge information, which is crucial to the clarity of the 
image, so that the reasonable treatment can make the fused 
images more clear. The more the pixel ignition times of 
maps of the high frequency subband, the more abundant the 
image information and the better visual effect are achieved. 
But in processing of the ignition times on the single pixel, 
the pixel’s correlation is ignored, which loses the detailed 
information of the local information. This in turn influences 
the fusion effect, so the paper made use of the region energy 
fusion rule. Through the region energy comparison of igni-
tion map in high frequency, fusion coefficient was selected, 
and the iteration number of simulation was set to 200. Fusion 
rules are shown as follows: 

(1) The gray value of high frequency coefficient in NSCT 
domain is considered an external PCNN input, through itera-
tive calculation, getting the fire mapping images. High fre-
quency coefficients of visible and infrared images after pro-
gressing are CK  (m,n), and CK I,J(m,n), in which, J is the 
NSCT decomposition layer and K represents each layer in 
the direction number. 

(2) Comparing the absolute value of high frequency coef-
ficient, the larger value is obtained. When the absolute val-
ues are equal,  their region energies are compared and  the 
higher ones are chosen. 

(3) The region energy of the high frequency coefficients 
is calculated whose area of the window is set to 3×3; EK 
I,J(m,n), EK V,(m,n)are region energies of infrared and visi-
ble images. The calculation formula is shown as follows: 

   
EI ,J

K (m, n) = w(i+ 2, j + 2)[CI ,J
K (m+ i, n+ j)]2

i=0

2

∑
j=0

2

∑     (8) 

   
EV ,J

K (m, n) = w(i+ 2, j + 2)[CV ,J
K (m+ i, n+ j)]2

i=0

2

∑
j=0

2

∑     (9) 

w= [0.6 0.8 0.6;0.8 1 0.9;0.6 0.8 0.6], w is the window 
mask matrix, whose center weight is 1. The closer the matrix 
elements to the center, the greater the weight is. 

(4) The high frequency fusion formula is as follows: 

  

HF ,J
K (m, n) =

CI ,J
K (m, n), abs[CV ,J

K (m, n)] < abs[CI ,J
K (m, n)]

CV ,J
K (m, n), abs[CV ,J

K (m, n)] > abs[CI ,J
K (m, n)]

⎧
⎨
⎪

⎩⎪

    (10) 

When absolute values of the high frequency coefficients 
are equal, comparing the region energy, the greater value is 
selected as the fusion coefficient. 

  

HF ,J
K (m, n) =

CI ,J
K (m, n), EV ,J

K (m, n) < EI ,J
K (m, n)

CV ,J
K (m, n), EV ,J

K (m, n) ≥ EI ,J
K (m, n)

⎧
⎨
⎪

⎩⎪

      (11) 
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2.4. Image Fusion Steps 

Infrared and visible images have a strict registration before 
fusion. Fig. (3)  describes the algorithm realization. 

 (1) The visible image V and the infrared image I are de-
composed by NSCT and the low and high frequency coeffi-
cients of each image are achieved. 

(2) The gray value of low and high frequency coefficients 
of NSCT domain is considered as the external input. Fire 
mapping images are obtained in low and high frequencies by 
the iterative processing of PCNN. According to the formula 
(6)~(7), the low frequency fusion coefficients BF,L(m,n) are 
obtained by the method based on the absolute value and the 
region standard deviation. 

 (3) According to the formula (8)~(11), using the method 
of absolute value and region energy,  high frequency fusion 
coefficients HK F,L(m,n) are achieved. 

(4) Low and high frequency fusion coefficients 
BF,L(m,n)and HK F,L(m,n) are reconstructed respectively by 
NSCT, to obtain the fused image. 

3. RESULTS AND DISCUSSION 

The paper compared and analyzed wavelet-based, NSCT-
based, NSCT-PCNN-based and innovation algorithms in 
image fusion. In the experiment of wavelet-based algorithm, 
"Haar" was chosen as the wavelet basis, the fusion rules ob-
tained average  low frequency coefficients, taking the max 
absolute value of high frequency coefficients. The fusion 
rules of NSCT-based algorithm were the same as of the 
wavelet-based. The fusion rules of NSCT-PCNN-based algo-
rithm adopted average  low frequency coefficients, and it 
was the same with the innovation algorithm in high frequen-
cy part. All the directional filters of NSCT used "9-7", multi-
scale filters adopted "pkva", and decomposition layer of the 
four algorithms was set to 4. 

Fig. (4) shows the original images and the fusion images 
of the above algorithms. Fig. (4a) represents the original 
visible image, and 4(b) shows the original infrared image. 
Fig. (4c) represents the fused image of wavelet-based algo-
rithm, Fig. (4d) shows the fused image of NSCT-based algo-
rithm, Fig. (4e) displays the fused image of NSCT-PCNN-
based algorithm and Fig. (4f) shows the fused image of in-
novation algorithm. 

In Fig. (4), background information of the visible image 
and target of the infrared image can be extracted by all of the 
four algorithms. In Fig. (4c), block effect is obvious, edge 
detail information is fuzzy, contrast is not high and infrared 

target is not outstanding enough. Fig. (4d) is better than (4c) 
in terms of the clarity, which is better for distinguishing the 
details of background information, but it has poor brightness 
than (4c), and the edge information of infrared target and 
background part is not smooth enough. The effect of Fig. 
(4e) in the infrared target is highlighted than Figs. (4c) and 
(4d), but is not obvious; however, it is much clearer in terms 
of image details in contrast with Figs. (4c) and (4d). But the 
effect of Fig. (4e) is poor compared to Fig. (4f). The effect 
shown in  Fig. (4f) is superior in terms of brightness, contrast 
and clarity than Figs. (4c-4e), and its infrared target charac-
teristic is obvious, edge profile is clear and visual effect is 
the best. 
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 4(e)       4(f) 

Fig. (4). The contrast of the original images and fused images of the 
four algorithms. 
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Fig. (3). The realization of image fusion algorithm. 
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Table 1 presents the objective evaluation of the original 
image and the various algorithms’ fused images, adopting  
entropy, mean, transfer entropy, standard deviation, clarity 
and mutual information. Entropy is used to measure the 
abundance degree of image information. The larger the en-
tropy, the more information the image contains. The mean 
represents the average of gray image pixel values to charac-
terize the overall brightness of the image. Image clarity is an 
important criterion. The more defined the image, the more 
obvious the details. Standard deviation can measure the dis-
persion of the gray image. The larger the image disperses, 
the higher the visual performance is in contrast. Mutual in-
formation measures how much information the fused image 
captures from the original image. The greater the mutual 
information, the more the image information is captured. 
Transfer entropy indicates the amount of information trans-
fer between the original image and the fused image. Higher 
values indicate more information transfers, and better quality 
of the fused image. 

According to  objective evaluation, shown from the data 
in Table 1, mean, mutual information and transfer entropy of 
NSCT method were less than the wavelet transform method. 
But the entropy, standard deviation and clarity were better 
than the wavelet transform method. The mean of NSCT-
PCNN was smaller than NSCT, but the rest of the indexes 
were better than the NSCT method. The transfer entropy of 
innovation algorithm was less than the wavelet transform, 
but the rest of the indexes were optimal in the four kinds of 
algorithms. Compared with the wavelet-based algorithm, the 
entropy increased by 6.06%, the mean increased by 10.03%, 
standard deviation increased by 19.87%, clarity increased by 
23.88% and mutual information increased by 15.64%. Com-
pared with the NSCT-based algorithm, the entropy increased 
by 4.74%, the mean increased by 13.05%, the standard devi-
ation increased by 8.69%, the clarity increased by 7.27%, the 
mutual information increased by 23.06% and the transfer 
entropy increased by 7.11%. Compared with the NSCT-
PCNN-based algorithm, the entropy increased by 3.67%, the 
mean had an increase by 21.48% while the standard devia-
tion  increased by 2.59%. The clarity  increased by 1.39%, 
the mutual information  increased by 19.77% and the transfer 
entropy also increased by 4.71%. Through comparison data, 
in the condition of the same fusion rules, the image details 
which were captured by NSCT-based algorithm were more 
than the wavelet-based algorithm, and the fusion image was 
much clearer. The difference between NSCT-PCNN-based 
algorithm and NSCT-based algorithm was based on the fu-

sion rules in the high frequency part of the image. The objec-
tive evaluation index was better than the NSCT-based algo-
rithm, and the innovation algorithm in this study appeared 
superior to the NSCT-PCNN-based algorithm. It can be con-
cluded that the validity of the proposed fusion rules and new 
fusion algorithm is superior to the other three algorithms. 
CONCLUSION 

In this paper, the unique advantages of PCNN in the vis-
ual aspects and of NSCT in the image sparse representation 
were combined. The proposed fusion rule based on PCNN 
and region characteristics in NSCT domain was put forward 
to solve the problem that  infrared target was less obvious 
and image contrast was low in visible and infrared image 
fusion. Through a variety of experiments, the paper obtained 
the fused images of innovation algorithm, wavelet-based 
algorithm, NSCT-based algorithm and NSCT-PCNN-based 
algorithm. On the basis of subjective analysis and objective 
evaluation, the results show that the new algorithm is better 
than the above three algorithms, the infrared target of fusion 
images is prominent, the contrast is high and the edge details 
are clear. This demonstrates the validity and superiority of 
this new algorithm. 
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