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Abstract: The capacitated vehicle routing problem is an NP-hard problem. In this paper, it proposes a kind of 

dynamically adaptive immune genetic algorithm with automatic immune monitoring function. By setting an immune 

monitor, the algorithm automatically obtains the timing of regulating the antibody concentration and vaccination, and the 

dynamic antibody concentration regulation mechanism is designed to keep the variety of the antibody evolution process 

and prevent the algorithm from getting in trouble with local optimal solution. What is more, the manner of vaccination 

and extraction is designed to improve the global optimization of the algorithm, and the elite antibodies ensure the 

convergence. The experiment results show that the improved immune genetic algorithm takes good performance on the 

capacitated vehicle routing problem. 
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1. INTRODUCTION 

The vehicle routing problem is proposed (VRP) in 1959 
by the famous scholar Dantzig [1], and this problem is a hot 
issue concerned by operations research experts and other 
scholars, which is an important supporting technology for 
efficient distribution of transportation. The Capacitated Ve-
hicle Routing Problem (CVRP) is a constraint model of VRP 
problem, which can be described as follows: For a number of 
customer points and some capacitated vehicle, the problem 
becomes how to arrange a reasonable vehicle route to ensure 
that the vehicle can be go through the customer points or-
derly with shortest routine distance and minimized cost, etc. 

CVRP is a typical combinatorial optimization problem, 
research on CVRP is of important theoretical significance 
and practical value. But CVRP is a kind of NP-hard problem, 
it means when problem scale is large, optimal solution can 
not be solved by using mathematical methods or traditional 
heuristic algorithms. In recent years, many researchers have 
proposed a variety of swarm intelligence optimization algo-
rithms to solve CVRP problem, such as the Genetic Algo-
rithm (GA) borrowed from survival of the fittest mechanism 
[2, 3], Immune Algorithm(IA) inspired by biological im-
mune system [4, 5], and the ant colony algorithm from simu-
lating ant colony foraging behavior [6, 7], etc. These algo-
rithms are simulating social behavior and physiology of the 
human or animal which provides a new approach and new 
methods for solving complicated CVRP. However, it is not 
satisfying enough by simply taking single algorithm, so 
many domestic and foreign researchers to make integration 
of intelligent optimization algorithms, and design a more 
effective method to solve this problem [8, 9]. 

 

 

 

Immune Genetic Algorithm (IGA) is a novel fusion algo-
rithm which is an improved genetic algorithm based on bio-
logical immune mechanism. It integrated adaptive recogni-
tion, self-learning, immune memory, pattern recognition into 
the genetic algorithm, which to some extent inhibited indi-
vidual’s degradation of the genetic algorithm’s completely 
random optimization process and fluctuation in the late evo-
lution. The algorithm can improve the overall performance 
and convergence, but it is still a genetic algorithm to some 
extent and difficult to get rid of the defect about premature 
convergence.  

Therefore, this article proposes a dynamic adaptive im-
mune genetic algorithm to increase antibody diversity and 
improve the antibody quality. By setting the immune alarm, 
the algorithm could dynamically adjust the antibody concen-
tration and operate vaccination timely. We design antibody 
concentration suppression method based on rank mechanism 
to reduce the probability of antibody’s premature conver-
gence, design vaccines extraction and vaccination methods, 
according to the characteristics of the problem, to improve 
the performance of the global search algorithm. To test the 
performance of the algorithm, it is applied to multiple test 
cases of CVRP to do simulation experiments and results 
analysis. 

2. CVRP PROBLEM MODEL 

The requirement of CVRP is that any vehicle’s cargo on 
the traveling path is not allowed to exceed the maximum 
capacity limit of the vehicle. Supposing that capacity con-
straint for all vehicles is equal, and the some other require-
ment must be met: each customer can only be visited once 
by a vehicle and the customer’s demand must be met; all 
vehicles depart from a single distribution center, and vehi-
cles are required back to the starting point. The mathematical 
model of CVRP established as below. 
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The objective function f is the solution of the problem, 

i.e., the shortest path length. Constraint (1) is the capacity 
limitations of the vehicle, which is to ensure that the total 

demand for each customer point on each sub-path must be 

less than the vehicle's maximum cargo capacity, constraints 
(2) ensures that the customer points on each path does not 

exceed the total customer number of points, the constraints 

(3) (4) (5) ensure that every customer point would occupy 
only one vehicle, and define each customer point can only be 

visited by single vehicle for one time. 

3. THE IMPROVED IMMUNE GENETIC ALGO-
RITHM FOR CVRP 

3.1. Theory of IGA 

The immune system is composed of antigen recognition 

system, memory mechanism, and antibody promotion and 
suppression section. In immune genetic algorithm, antibody 

population’s evolutionary learning process and antigen rec-

ognition are the optimization process. The antigen is corre-
sponding to the objective function, and the antibody is corre-

sponding to the feasible candidate solutions. The matching 

degree of candidate solutions to the objective function re-
flects the affinity between antigen and antibody, and the 

higher the matching degree indicates the greater affinity and 

the better the quality of candidate solutions. The affinity of 
antibodies is reflected in the similarity degree candidate so-

lutions, the assessment of antibody group is undertaken by 

the two affinities. Through crossover, mutation genetic ma-
nipulation and clonally selection operation, the antibody 

groups are updated, and the immune memory mechanism 

record each generation antibody group’s optimal antibody 

group. Through mutual promotion and inhibition between 
antibodies, search efficiency is improved near optimal solu-

tions to achieve the goal of convergence to the global opti-

mum. 

3.2. Improvement Strategies  

(1) Setting immune monitor 

The immune monitor decides whether to perform anti-

body concentration inhibition antibody operation and vacci-

nation operation by calculating the optimal antibody invari-

ant algebra. When the optimal antibodies do not update for 

many generations, it indicates that the superior group anti-

body populations is accumulating in the evolutionary proc-

ess, the concentration of similar antibodies is increasing, and 

antibody is going into local optimum risk. At this time, the 

monitor gives the warning algorithm should start the concen-

tration of antibody inhibition operation, increasing antibody 

diversity and preventing antibody population from converg-

ing to local optimum. At the same time, the vaccination op-

eration is started in order to improve the genetic quality of 

the new antibody population, accelerating global optimiza-

tion efficiency. 

(2) Dynamic concentration inhibition operation of anti-
body  

This paper presents a dynamic concentration inhibition 

operation of antibody based on the rank method, the method 

is proposed by Fonseca and Fleming in 1998 when seeking 

multi-objective optimization problem Pareto solution [10], 

and the purpose is to increase the diversity of population.  

First, the antibody population is divided into several sub-

groups according to the affinity level between the antibody 

and the antigen, and set the current scale of antibody group A 

as X(A), in which there are Y different affinity levels. All 

antibodies of affinity M (Ai) (i = 1,2, ..., Y) form a sub-group 

i
A (i = 1,2, ..., Y), each antibody sub-group and affinity 
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dard. And according to the general ranking method shown in 

formula (6), calculate the rank values 
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tibodies random generated.  
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From formulas (7), the algorithm makes different degrees 

of restrictions on the optimum antibodies and poor antibod-

ies, thus avoiding premature convergence by optimum anti-

bodies accumulating in the evolution of the antibody, 

strengthening antibody poor chance of survival, increasing 

antibody population diversity, improving the search range, 

and accelerating the solving process. The allowed size of 

sub-group antibody in operator 
  
X ( A

i
)  is decided by the size 

of antibody groups, the number of sub-antibody groups Y as 

well as the ranking value of sub-group 
  
R( A

i
, A) , which 

means that if the size of the sub-antibody groups are ad-

justed, the adjusted results are not same, but changes with 

these three values’ dynamic change, which shows the adapt-

ability of this algorithm. 

(3) Vaccine extraction method 

According to the characteristics of the integers sequence 
coding in CVRP problem, the optimal antibody genes in dif-
ferent groups of the memory were compared. Set the precur-
sor code probability table and the subsequent coding prob-
ability table to each gene, and calculate them to find a stable 
precursor gene and subsequent gene fragment, if these gene 
fragments can be visited by one vehicle, extract vaccine from 
slices these genes. 

(4) Method of vaccination 

For extracted vaccines’ fragments of vaccination needed 
antibody, it ensure that the fragment can be vehicle visited, 
the adjustment of the rest position of the antibody gene 
makes every customer of gene sequence numbered only 
once. 

(5) Immune memory 

Using elitist strategy, after every antibody generation up-
date, the best optimum antibodies and some better optimum 
antibodies are put into memory. By the use of this memory, 
it achieves the search process speed up and search ability 
improved. 

3.3. Code Design  

(1) Antibody encoding and decoding 

For VRP problem, we use integer sequence antibody en-
coding method, for example, those containing 9 customer 
points (distribution centers numbered 0) code is: 9  7  8 

 2  1  4  6  3  5. Antibody decoding process is: 
checking customer number which appears orderly in anti-
body, if the current sub-path caused overloading by adding 
the next customer, then this customer is taken as the first 
customer of the next sub-path. 

(2) Crossover and mutation operator 

The partial cross-matching method means generating two 
genes intersection first in the chromosome length randomly, 
defining the area between the two points as matching area, 
exchanging gene string in the two paternal matching area, 
getting two new intermediate individual, then adjusting re-

duplicate genes of the two intermediate individuals outside 
the region, getting two new individuals. 

About the reverse mutation method, it is inverting sub-
string randomly from a selected section of antibody. 

3.4. Algorithm Process 

The algorithm process is shown in Fig. (1), and the steps 
are as below: 

Step 1. Initialization operation 

Step 1.1 Initialize antibody size X(A) and the maximum 
evolution algebra T, set the crossover probability Pc and 
mutation probability Pm, specify the maximum immune 
monitoring threshold V; 

Step 1.2 The current evolution algebra is t = 1, current 
immune monitor is v = 1. 

Step 2. Randomly generate an initial antibody group A 
(t). That is an ordered sequence of X(A) random set of cus-
tomers point codes. 

Step 3. Calculate the affinity between antibody and anti-
gen.  

Step 4. Perform immune memory operation 

Start

Randomly generat ing

initial antibody group

Calculating antibody 

affinity

Immune memory

Consistent with the 
termination condition

Outputting optimum 

End

Implementing genetic 

operation

Immune  monitor reached the 

maximum threshold

Implementing antibody 

concertration inhibition 

operation

Extract vaccine

Vaccinating

clonal selection

Y

N

N

Y

 

Fig. (1). Flowchart of the improved immune genetic algorithm. 
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Step 4.1 Save the current optimal antibodies Abest and 
some other better antibodies to memory; 

Step 4.2 If t>1, the current optimal antibody has not been 
updated, the immune monitor v = v + 1. 

Step 5. Determine whether the algorithm termination 
condition is satisfied, i.e., t<T, if not, then continue step 6, 
otherwise, the algorithm stops and outputs optimal solution. 

Step 6. Genetic operation 

Step 6.1 Perform crossover operation based on the set 
crossover probability of antibody group, get Ac (t); 

Step 6.2 Perform mutation of antibodies based on muta-
tion probability, and get Am (t) 

Step 7. Calculate v, i.e. the immune monitor’s value, if v> 
V, continue Step 8; otherwise turn to Step 4. 

Step 8. Perform the concentration of antibody inhibition 
mechanism based on rank methods 

Step 8.1 Calculate affinity of each antibody population of 
antibody to the antigen; 

Step 8.2 Calculate the affinity level of the antibody; 

Step 8.3 According to the affinity level, divide antibody 
group into several sub-antibody groups; 

Step 8.4 Calculate X(Ai), i.e., the largest size of each an-
tibody sub-group; 

Step 8.5 Analyze whether N(Ai)(the antibody number of 
each antibody sub-group) exceeds X(Ai) (the maximum size 
of each antibody sub-group), if it is, then randomly generate 
X(Ai)- N(Ai) antibodies of different affinities to replace them, 
if not, continue Step 9. 

Step 9. Extract vaccine.  

Step 10. Vaccinate the weak antibody.  

Step 11. Perform antibody clonally selection operation on 
the basis of affinity strength, the greater affinity antibodies 
will get more chances for clone. Get A (t + 1), t = t + 1, turn 
to Step 4. 

4. EXPERIMENT AND ANALYSIS 

In order to verify the feasibility and effectiveness of the 
algorithm, experimental program is written in VC++ envi-
ronment, and select “Christofides & Eilon” a number of dif-
ferent sizes CVRP problem in common standard test case 
library [11] as an example of test, in the algorithm execution, 

and set different parameters depending on the specific issues, 
antibody size and maximum evolution algebra are increasing 
with the number of customer points increasing. The general 
crossover probability value is 0.9, mutation probability value 
is 0.1 in general, and the largest immune monitoring thresh-
old is in the range of 10 to 100. For each test cases it run 
randomly 10 to 30 times, recording the shortest path value 
and each sub-path information, and compare the test results 
with the currently known best results and some other intelli-
gent algorithms experimental results [12]. Names of the test 
cases, problem characteristics, and the experimental results 
are shown in Table 1. The results of each test case’s optimal 
result path are shown in Figs. (2-5). 

 

Fig. (2). E-n22-k4 optimal path diagram. 

 

Fig. (3). E-n30-k3** optimal path diagram. 

Table 1. Results of computational experiments. 

Problem Characteristics Comparison of the Experimental Results 

Test cases 
Number of 

Customers 

Number of 

Vehicles 

Vehicle  

Capacity 

Current  

Optimum 
Osman’s SA GA 

Algorithm in 

this Paper 

E-n22-k4 21 4 600 375 375 375 375 

E-n30-k3** 29 3 4500 569 569 569 569 

E-n50-k5 49 5 160 521 528 524.81 524.61 

E-n100-k8 99 8 200 815 826.14 839.73 826.14 
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Fig. (4). E-n50-k5 optimal path diagram. 

 

Fig. (5). E-n100-k8 optimal path diagram.  

From Table 1, the best solution in the experiment is the 
case that the customer number is less than 50 points, and the 
algorithms we design in the paper can obtain currently 
known optimal solutions, which shows that the algorithm is 
feasible and effective. 

For test cases with many customers’ points, the algorithm 
of this paper is not able to get the optimal solution so far, but 
the experimental results obtained are very close to the cur-
rent value of the best known. For example, the test case E-

n50-k5 has 50 customer s, whose result is only with 0.007% 
relative deviation close to the current optimal solution, and 
the test case with 100 customer point E-n100-k8’s result are 
only with 0.013% relative deviation close to the current op-
timal solution. However, compared with Osman's SA algo-
rithm and GA algorithm, the proposed algorithm is the best 
one for E-n50-k5 and equal to Osman's SA while better than 
GA for E-n100-k8, which shows that the quality improved 
immune genetic algorithm proposed in this paper are more 
competitive. 

In addition, Table 2 shows the test case E-n50-k5’s opti-
mal solutions 524.61’s sub-paths. It can be seen that the re-
spective load rate of each sub-path is quite high, all vehicles’ 
load rate are more than 93.1%, the best sub-path reaches 
100%, therefore the proposed algorithm is effective. 

CONCLUSION 

Based on the study on CVRP problem and immune ge-
netic algorithm, for the problem of algorithms, an improved 
immune genetic algorithm is proposed. The algorithm is to 
increase antibody’s diversity and improve the quality of the 
starting antibody genes, which is designed based on dynamic 
antibody concentration and rank methodology adjusting 
mechanism, and through dynamic vaccination and vaccine 
extraction, the quality is improved to ensure the diversity of 
algorithm in the evolutionary process and avoid the conver-
gence to local optima. The improved algorithm is used for 
solving CVRP problems, and some cases are chosen ran-
domly from the VRP problem standard test library, and ex-
perimental results show that the smaller the CVRP problem 
algorithms are able to find the optimal solution so far, for the 
large CVRP problem, the proposed algorithm is also able to 
get satisfactory solution, which prove the validity and global 
optimization capability of the improved immune genetic 
algorithm. 
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Table 2. Sub-paths of test case E-n50-k5’s optimal solution. 

Sub-Path Number 
Customer Numbers of Each 

Sub-Path 
Load Rate of Each Vehicle Customer’s Numbering Sequence of Each Sub-Path 

1 11 100% 0 - 12- 37- 44- 15- 45- 33- 39- 10- 49- 5- 46- 0 

2 10 99.4% 0 – 11-2-29-21-16-50-34-30-9-38- 0 

3 9 98.1% 0 - 18- 13- 41- 40- 19- 42- 17- 4- 47- 0 

4 9 95% 0 - 27- 48- 23- 7- 43- 24- 25- 14- 6- 0 

5 11 93.1% 0 - 8- 26- 31- 28- 3- 36- 35- 20- 22- 1- 32- 0 
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