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Abstract:

Subheading:

Grass Seed Identification Using LSP and LDA.

Background:

Forage  plays  an  important  role  in  grassland  in  providing  food  for  the  livestock  and  keeping  balance  for  the  ecological  system.
Automated identification of fora-ge is an important task to improve the grassland management. Forage seed is the vital organ with
relatively stable characteristics. Different from the relatively obvious varia-tions among the weeds, forage seeds are very similar in
color,  shape,  size  and texture.  Especially,  the resemblance of  some seeds from different  families  makes the identification more
difficult.

Objective:

In  this  paper,  we  proposed  a  seed  identification  approach  based  on  local  similarity  pattern  and  linear  discriminant  analysis  for
gramineous grass, one of the main forge categories of the grassland, for a better identification performance.

Method:

The  textural  features  derived  from  local  similarity  pattern  and  histogram  statistics  were  input  into  linear  discriminant  analysis
classifier,  in  which the former can extract  more specific  textures  robust  to  noise and rotation variance,  and the latter  was more
discriminative with classification information.

Result:

Experiments conducted on similar gramineous grass seeds of 12 species demonstrated the effectiveness of the algorithm, yielding an
identification accuracy of 91.07%.

Conclusion:

Therefore, local similarity pattern and linear discriminant analysis classifier can well solve the identification problems of similar
gramineous grass seeds.
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1. INTRODUCTION

With  the  popularization  of  computer  and  Internet,  digital  management  [1]  develops  rapidly  in  many  fields.
Grassland, as one of the most important reproducible resources for human being, attracts the attention of researchers for
digitalization. The applications widely exist in the monitoring of grassland biomass [2], loss [3] and desertification [4]
by the means of  remote sensing.  Comparatively,  most  images captured by digital  camera do not  yield some useful
information for the grassland digital management [5]. Forage identification mainly executed by experts in manual ways
lacks efficiency and accuracy. Therefore, to develop an automatic identification technology for grass based on computer
vision is of great importance. Gramineous grass is the main forage in grassland with high similarity, and the seeds are
relatively stable and vital organ for grass reproduction, therefore, we investigated the seed identification for gramineous
grass in this study. An approach integrated LSP and LDA was developed to extract the textural features as the input of
supervised classification for automatic seed identification of gramineous grass.

At present, the research on the classification of plant seeds has achieved some progresses. For example, Long [6]
extracted  4  kinds  of  features,  including  RGB,  HOG,  Gist  and  the  Sketch  Token.  They  tested  the  features  with  3
classifiers, linear support vector machine (SVM), radial basis kernel function support vector machines (RBF SVM) and
random  forests  under  the  same  condition,  obtaining  a  top  identification  rate  of  95.27%.  Subsequently,  robustness
experiments  to  the  noise  were  conducted  on  random  forest,  using  weed  seeds  of  different  incomplete  rates  0%
(undamaged), 5%, 10%, 15% and 20% as the test set. The results showed no significant difference between the random
forests  and  SVM  in  the  identification  performance.  Khunkhett  and  Remsungnen  [7]  put  forward  an  automatic
classification  method  based  on  image  segmentation  and  RGB color  features.  In  their  researches,  rice  images  were
acquired by scanners, and then classified into two categories, pure rice seed named Dawk Mali 105 and impure rice.
The correct identification rates of qualified rice and pure rice seeds reached 98% and 82%, respectively. Similarly, 9
Indian wheat seeds were identified using 1080 photos by extracting 131 textural features [8]. Stepwise discrimination
method was employed to select the top 50 features including 17 gray level, 5 GLCM (gray level co-occurrence matrix),
1 GLRM (gray level run-length matrix), 4 LBP (local binary patterns), 13 LSP (local similarity patterns) and 10 LSN
(local  similarity  numbers)  features  as  the  input  of  LDA(linear  discriminant  analysis),  yielding  the  best  average
classification  accuracy  of  98.15%.

Even  though  the  classification  procedures  of  the  seeds  are  similar,  the  gramineous  grass  seeds  have  their  own
characteristics as compared with above seeds. They are very similar in color, shape, size and texture in different species
of  the same family.  Sometimes,  even the seeds of  different  families  are  hard to  distinguish.  Moreover,  in  practical
circumstances,  the  forage  seed  images  were  taken  outdoors,  subjected  to  the  influence  of  wind,  illumination,
background and position variance. Hence, we developed a robust identification approach for the gramineous seeds,
using textural  features derived from LSP and histogram statistics  as  the input  of  LDA classifier.  Unlike traditional
texture feature descriptors, such as HOG and LBP, which are sensitive to noises, LSP is robust to the noise in the real
world [9]. In the phase of classifier selection, clustering algorithm based on traditional Euclidean distance considered all
the  attributes  in  the  clustering  have  the  same  effects,  and  therefore,  sometimes  it  cannot  accurately  describe  the
similarity between objects [10]. Linear Discriminant Analysis (LDA) can choose a projection direction to ensure the
maximum between-class distance and minimum within-class distance of the samples in the new subspace by adjusting
the weight vector components [11]. So, in this paper, LSP and LDA were integrated to solve the high similarity of
Gramineous grass seeds for better identification results. Fig. (1) shows the flowchart of the proposed approach.

2. IDENTIFICATION BASED ON LSP AND LDA

LSP (local  similarity  patterns)  was proposed by H.  R.  Pourreza in  2011 [9].  It  was  a  kind of  rotation invariant
operator based on a variety of textural operators with advantages of simple operation, easy understanding, robustness to
the  variations  aroused  by  grayscale,  better  identification  performance,  and  etc.  Compared  with  LBP,  LSP  was
insensitive to noise and more powerful in texture analysis. The main difference between LSP and LBP was the selection
of threshold. In LBP, the threshold was the grayscale of the center pixel of the neighborhood, while the threshold can be
flexibly set with different values in LSP.
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Fig. (1). Flowchart of the proposed method.

The main procedure of LSP was to calculate the absolute differences between the pixels of a 3×3 neighborhood and
the center pixel. If the value was greater than a certain SRR, the neighbor pixel was set 0. Otherwise, it would be set 1
[9]. Suppose gc was the center pixel of the neighborhood, and g0 , g1,...,g7 were the pixels of its neighborhood, then the
texture T can be converted into binary as follows.

(1)

where binary operation was

(2)

where x=|gc-g0 | - SRR. Comparatively, LSP is more flexible in the feature selection because of dynamic selection of
SRR. When SRR is 0, LSP equals to LBP.

Then the LSP value is the sum of products between the s(x) of all 8-neighborhood pixels and the corresponding
weights. Fig. (2) gives an example when SRR is 10.

Hence, there were 256 LSP values ranged from 0 to 255 altogether. Arrange the binary values of 8-neighborhood
pixels clockwise from 8 starting positions, 8 different decimal values would be obtained (Fig. 3). The minimum of the 8
values was chosen as the rotation-invariant LSP descriptor of the center pixel. When we selected sampling points within
an 8-neighborhood region, there were 36 rotation-invariant LSP values altogether.

In  fact,  most  modes  centered  on  several  values,  i.e.  the  histogram  were  sparse.  For  an  LSP  descriptor,  the
conversion from 0 to 1 or 1 to 0 was called as a jump. If the jump number of a LSP descriptor was no more than 2, it
was referred to as uniform pattern. For the most LSP descriptors, the jump numbers greater than 2 which were often
caused by noises have no statistical meaning [9]. Hence, the numbers of LSP patterns were condensed greatly without
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losing any information. Meanwhile, the redundant information containing noise was eliminated, along with the desired
dimension reduction. When sampled in an 8-neighborhood of 3x3 region, 9 LSP descriptors among 36 original ones
conformed  to  “uniform”  definition,  including  00000000,  00000001,  00010011,  00000111,  01111111,  00011111,
11111111,  01111111,  11111111.  Furthermore,  the  remaining  27  non-uniform  descriptors  were  combined  into  one
descriptor, and hence 10 values were contained in uniform LSP histogram.

Fig. (2). Calculation of LSP value. (LSP value:2+4+64=70).

Fig. (3). LSP descriptor.

When describing the image characteristics,  the statistical  features of  image histogram including mean,  standard
deviation, smoothness and the third moment can represent the textures effectively [12]. Therefore, 4 image histogram
statistical characteristics were concatenated to LSP histogram to form the input of the LDA classifiers. The concrete
calculation formulas are shown in Table 1.

Table 1. Formulas of statistical features.

Feature Formula
mean μ = Σi p(i)

standard deviation

smoothness 1-1/(1+σ2)
third moment Σi (i-μ)3p(i)

LDA is a classical supervised learning approach to find the optimal combination of features separating two classes
with low computational requirements and good classification results. It ensures the projected model in the space with
the best separability [11]. Some advanced extensions of LDA have been recently proposed and widely used in many
applications of recognition, such as event-related potential [13 - 15], electromyography [16], and etc. They can well
solve the problem when insufficient training samples are available. In our approach, the 10 uniform LSP histogram
values and 4 histogram statistics, totally 14 features, were imported to LDA classifier for discriminate classification.
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3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Image Database and Preprocessing

3.1.1. Image Database

To test the effectiveness of the proposed algorithm for seed identification, we constructed an image database of the
gramineous-grass  seeds,  provided  by  the  Grassland  Research  Institute  of  the  Chinese  Academy  of  Agricultural
Sciences. For efficient and practical applications, 6 seeds were arranged on a black card when taking photos outdoors.
Fig. (4) gave the original seed image examples of all 12 species in the database. The 12 species and their belonged 5
Genus are listed in Table 2.

Fig. (4). Original images of gramineous grass seeds a). Leymus chinensis (Trii) Tzvel b). Bromus inermis Leyss c). Elymas sibiricus
Linn d). Elymus cylindricus (Frmch) Hinda e). Elymus nutans Griseh f). Agropyron cristatum var.pectiniforme (Roem.et Schult) H
Yang  g).  Agropyron  mongolicum  Keng  h).  Agropyron  desertorum  (Fisch.)  Schult  i).  Roegneria  tunczaninovii  (Drob.)  Nevski
var.macrathera Ohwi j). Roegneria varia Keng k). Roegneria ciliaris(Trin.) Nevski l). Roegneria kamoji Ohwi.

Table 2. Species names and genus in the database.

No. Species Genus
I Leymus chinensis(Trii)Tzvel Leymus
II Bromus inermis Leyss Bromus

III* Elymas sibiricus Linn Elymus
IV* Elymus cylindricus (Frmch)Hinda Elymus
V Elymus nutans Griseh Elymus

VI* Agropyron cristatum var.pectiniforme (Roem.et Schult)H Yang Agropyron
VII Agropyron mongolicum Keng Agropyron
VIII Agropyron desertorum(Fisch.)Schult Agropyron
IX* Roegneria tunczaninovii(Drob.)Nevski var.macrathera Ohwi Roegneria
X* Roegneria varia Keng Roegneria
XI* Roegneria ciliaris(Trin.)Nevski Roegneria
XII Roegneria kamoji Ohwi Roegneria
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3.1.2. Image Preprocessing

The main purposes of image preprocessing were to remove the noises that may affect the identification result, and
extract region of interest (ROI) from the background. As seen from Fig. (4), the outlines of the original seeds in the
image directed inconsistently with different tilting angles. Therefore, three steps were involved in image preprocessing
as follows.

Firstly, an original color image was converted into the corresponding binary one and the long axis of each seed was
detected.  Then  the  image  was  rotated  to  keep  the  long  axis  horizontal.  Thirdly,  the  sub-images  of  the  seeds  were
cropped  individually  from  the  original  image  by  removing  the  redundant  background.  The  whole  preprocessing
procedure was shown in Fig. (5). The overall 1080 seed images from 12 species of gramineous grass constructed the
image database for experiments. Fig. (6) gave some examples of the database, where each species has 90 seeds, and
each seed one mere image. All the experiments were executed on an Intel Dual Core i5-3470 CPU @ 1.60 GHz and 4
GB RAM; the codes were written in MATLAB 2011b.

3.2. Identification Experiments

To  compare  the  effectiveness  of  the  algorithm  in  distinguishing  similar  gramineous  seeds,  two  groups  of
experiments were conducted on different numbers of seed species. In the first group of experiments (Experiment 1), we
chose  6  species  of  gramineous  seeds  (Roegneria  kamoji  Ohwi,  Bromus  inermis  Leyss,  Elymus  nutans  Griseh,
Agropyron  mongolicum  Keng,  Agropyron  desertorum(Fisch.)  Schult,  Leymus  chinensis(Trii)Tzvel)  belonged  to  5
genus (Roegneria, Bromus, Elymus, Agropyron, Leymus). Only one or two species were contained in each genus, and
the textural differences were relatively obvious. In the second group of experiments (Experiment 2), we supplemented
other 6 species of gramineous seeds (Roegneria tunczaninovii (Drob.) Nevski var. macrathera Ohwi, Roegneria varia
Keng,  Roegneria  ciliaris  (Trin.)  Nevski,  Elymas  sibiricus  Linn,  Elymus  cylindricus  (Frmch)  Hinda,  Agropyron
cristatum var. pectiniforme (Roem.et Schult)H Yang) belonged to the 5 above same genus. Thus, more species with
very similar texture in the database made the identification task more difficult. The asterisk “*” in Table 2 marked the
supplemented species in Experiment 2.

Fig. (5). Image Preprocessing.



114   The Open Cybernetics & Systemics Journal, 2017, Volume 11 Chen et al.

Fig. (6). ROI images of 12 species a). Leymus chinensis(Trin.) Tzvel. b). Bromus inermis Leyss c). Elymas sibiricus Linn d). Elymus
cylindricus  (Frmch)Hinda  e).  Elymus  nutans  Griseh  f).  Agropyron  cristatum  var.pectiniforme  (Roem.et  Schult)H  Yang  g).
Agropyron mongolicum Keng h). Agropyron desertorum (Fisch.) Schult i). Roegneria tunczaninovii (Drob.) Nevski var. macrathera
Ohwi j). Roegneria varia Keng k). Roegneria ciliaris(Trin.)Nevski l). Roegneria kamoji Ohwi.

For each species, 90 seed images were divided into training set and test set equally, that is either the training set or
test set contained 45 images. To avoid the impact of sample selection on the experimental results, cross validation was
adopted. By dividing 90 samples of each species into 9 subsets, we selected 5 samples in the same orders from each
subset as the training set, and the remaining samples were categorized to test set. For example, when we chose seed
images from No.1 to No.5 of each subset for training, the remaining seed images from No.6 to No.10 composed test set.
The  average  identification  result  of  126  selections  was  used  as  the  final  results,  and  the  deviation  measured  the
robustness of the identification experiments.

3.2.1. Selection of SRR

As we know, different values of SRR would construct various LSP matrices, and accordingly leading to diverse
identification results.  Fig.  (7)  showed the relationship of  SRR and identification accuracy when the values of  SRR
ranged  from  0  to  8  in  LSP  (LDA  Classifier).  When  SRR  was  0,  LSP  equaled  to  LBP.  When  SRR  was  1,  the
identification results of 6 seeds species and 12 seeds species were 91.07% and 97.85%, respectively. With the increase
of SRR, the identification results declined obviously. Therefore, in the following experiments, SRR was set 1.

3.2.2. Comparative Experiments

To testify the performance of the algorithm, we compared 3 different feature extraction approaches (Histograms of
Oriented  Gradients  (HOG),  LBP  and  LSP)  and  2  classifiers  (Nearest  Neighbor  Classifier  with  Eulidean
Distance(NNC+ED) and LDA) in the experiments. The sliding steps of HOG [17] were fixed, and the size of image and
other parameters were positive correlation. The specified steps were as follows. Firstly, choose a quarter of horizontal
and vertical step width L/4 and C/4 as the length of corresponding directions, and fix the step number to 3. Then divide
the gradient direction uniformly into 9 bin directions. Let Bsize and Csize represent the sizes of block and cell, then
bSize  and  cSize  were  L/2×C/2  and  L/2×C/2,  respectively.  Table  3  listed  the  identification  accuracies  of  different
combinations.

k)  l)



Seed Identification of Gramineous Grass The Open Cybernetics & Systemics Journal, 2017, Volume 11   115

Fig. (7). SRR selection.

Table 3. Identification accuracy (%) of different approaches.

Experiment 1 (6 species) Experiment 2 (12 species)
Feature NNC+ED LDA NNC+ED LDA

AVG STDEV AVG STDEV AVG STDEV AVG STDEV
HOG 77.03% 0.58% 83.19% 0.91% 46.84% 0.97% 67.09% 0.80%
LBP 79.27% 0.69% 94.18% 0.60% 57.65% 0.86% 88.33% 0.47%
LSP 80.99% 0.55% 97.85% 0.30% 60.65% 0.70% 91.07% 0.57%

Experiment 1 was conducted on 6 species of seeds, HOG, LBP and LSP did not reveal satisfying identification
performances  when  using  NNC+ED  classifier.  LSP  achieved  the  highest  identification  accuracy  of  80.99%.
Comparatively, all the feature extraction algorithms achieved higher accuracies when using LDA classifier. LSP+LDA
yielded the top identification accuracy of 97.85%. Experiment 1 revealed that LSP can extract the textural feature more
precisely  as  compared  with  HOG  and  LBP.  Moreover,  LDA  classifier  was  more  discriminative  as  compared  with
traditional NNC+ED.

Experiment  2  was  conducted  on  12  species  of  seeds,  the  identification  performances  of  HOG,  LBP  and  LSP
declined  obviously  when  using  NNC+ED classifier.  The  identification  accuracy  of  HOG dropped  from 77.03% to
46.84% with a gap of 30.19%. LSP yielded the top identification accuracy of 60.65%, 20.43% lower than that of the
first  group.  The  decline  mainly  came from increased  6  kinds  of  similar  seeds,  which  made the  identification  more
difficult.  Comparatively,  when using LDA classifier,  the three feature extraction approaches achieved much higher
accuracies.  The identification accuracy of  HOG+LDA increased to  67.09%, 20.25% higher  than that  of  NNC+ED.
LSP+LDA classifier yielded the top identification accuracy of 91.07%, 31.09% higher than that of NNC+ED. It can be
concluded  that  LDA was  more  discriminative  when  identification  difficulties  increased  with  more  similar  species.
LSP+LDA achieved more robust identification performance in Experiment 2 with an identification accuracy of 91.07%,
only 6.78% was lower than that of Experiment 1. The standard deviations of the two experiments were lower than 1%,
indicating the stability of the overall experiments and the robustness of the algorithm.

It could be observed that when the number of seed species was relatively small with less texture similarities, the
approaches HOG, LBP and LSP yielded good performance. With the increase of seed species number and identification
difficulty level, HOG revealed an obvious decline. The main reason lay in that HOG operated on the local square units,
being invariant to geometry and optical deformation appeared on a relatively large region. However, for the similar
gramineous grass seeds, more textural details were ignored when partitioned to local blocks, leading to a relatively poor



116   The Open Cybernetics & Systemics Journal, 2017, Volume 11 Chen et al.

identification result. Comparatively, LBP and LSP still worked well with accuracies above 90% because they can detect
more  details  in  feature  extraction.  Moreover,  their  rotation  invariance  can  deal  with  the  rotations  of  the  biological
characteristics and surroundings. The top identification accuracy was achieved by LSP+LDA, indicating LSP was more
robust to noise as compared with LBP, and LDA classifier was more discriminative based on category knowledge than
NNC+ED.

To  investigate  on  the  overall  decline  of  the  Experiment  2,  we  listed  the  average  category  details  of  126  cross
validation  experiments  using  HOG+LDA,  LBP+LDA  and  LSP+LDA  in  Table  4(a-c).  The  rows  and  columns
corresponded to the number of input and output species, respectively. For example in Table 4a, 72.82% seed images
were identified correctly to No. I species among 45 samples in the test set, and the remaining samples were mistakenly
identified to other species. As can be seen, HOG can not well distinguish the seed images whether they are in the same
genus. In LBP and LSP, most of the mistakenly classified seeds were of the same genus with very similar textures. In
Table 4c, among the 45 test samples of No. I species, 94.76% seeds were correctly classified to No. I species, only
5.24% seeds were mistakenly identified to No.  XI species,  showing that  LSP+LDA classifier  was more capable of
describing similar textures.

Table 4a. Classification rates (%) of HOG+LDA (Experiment 2,12 species).

Output Species No.

Input
Species

No.

I II III IV V VI VII VIII IX X XI XII
I 72.82 3.03 0.09 3.97 2.24 2.82 - 12.68 - - 2.35 -
II 8.87 70.74 - 5.38 1.87 0.25 0.07 - 10.51 - 1.31 1.01
III 0.92 0.58 88.77 4.43 2.35 1.23 0.99 0.09 - - 0.65 -
IV 1.20 1.39 5.96 58.15 7.50 2.10 0.86 - 13.19 5.84 1.78 2.03
V 2.20 3.88 14.11 4.37 64.66 - 1.48 2.96 2.26 4.07 - -
VI 1.01 2.84 0.02 1.64 0.88 72.40 6.31 6.95 2.19 0.35 4.80 0.62
VII 0.72 1.27 - 1.68 - 4.44 75.45 4.60 2.31 - - 9.52
VIII 7.46 - - - 0.42 6.03 4.27 75.77 1.75 1.90 2.40 -
IX - 6.56 2.33 8.04 5.52 7.18 - 2.59 27.60 9.12 16.97 14.09
X 0.71 0.07 - 2.38 - 1.13 - 7.07 2.40 53.33 24.23 8.68
XI 4.94 6.40 - 0.78 0.49 4.71 - 0.19 5.29 3.67 67.44 6.08
XII 1.78 1.92 - 1.39 1.23 - 1.09 1.53 1.29 5.70 6.10 77.95

Table 4b. Classification rates (%) of LBP+LDA (Experiment 2,12 species).

Output Species No.

Input
Species

No.

I II III IV V VI VII VIII IX X XI XII
I 93.46 - - - - - - 6.54 - - - -
II - 64.69 13.54 21.76 - - - - - - - -
III - 100.00 - - - - - - - - -
IV - - - 98.15 1.85 - - - - - - -
V - - - 2.86 95.52 0.35 1.27 - - - - -
VI - - - - 1.47 88.64 6.82 3.07 - - - -
VII - - - - - 7.44 89.35 3.21 - - - -
VIII 2.35 - - - - 4.81 5.49 81.04 6.31 - - -
IX - - - - - 1.59 - 5.59 90.21 2.61 - -
X - - - - - - - - - 79.31 12.52 8.17
XI - - - - - - - - 2.52 4.07 83.26 10.15
XII - - - - - - - - - 2.48 1.21 96.31



Seed Identification of Gramineous Grass The Open Cybernetics & Systemics Journal, 2017, Volume 11   117

Table 4c. Classification rates (%) of LSP+LDA (Experiment 2,12 species).

Output Species No.

Input
Species

No.

I II III IV V VI VII VIII IX X XI XII
I 94.76 - - - - - - 5.24 - - - -
II - 70.72 13.95 15.33 - - - - - - - -
III - - 100.00 - - - - - - - - -
IV - - - 100.00 - - - - - - - -
V - - - 2.57 97.43 - - - - - - -
VI - - - - - 94.25 2.77 2.98 - - - -
VII - 0.07 - - - 2.22 97.09 0.62 - - - -
VIII 2.40 - - - - 7.76 8.22 81.62 - - - -
IX - - - - - - - - 100.00 - - -
X - - - - - - - - - 80.67 13.40 5.93
XI - - - - - - - - 1.27 5.22 84.92 8.59
XII - - - - - - - - - 2.22 0.69 97.09

CONCLUSION

In this paper, we presented a seed identification algorithm using LSP and LDA for gramineous grass. The seeds of
the  gramineous  grass  contained  very  similar  in  texture,  color,  shape  and  size,  which  made  the  identification  task
difficult.  Moreover,  the  circumstances  of  image acquisition outdoors  gave rise  to  noises,  variations  of  rotation and
scales to the seed images. Therefore, LSP+ LDA can well solve the problems, in which the former can extract more
specific  textures  robust  to  noise  and  rotation  variance,  and  the  latter  was  more  discriminative  with  classification
information.  The  algorithm  was  tested  on  a  gramineous  seed  base  composed  of  12  similar  species,  yielding  an
identification accuracy of 91.07%. The novelty existed in the utilization of LSP+LDA in a highly similar gramineous
seed identification task. Machine vision was proved to be an essential tool to enhance the automated level on forage
identification and grassland monitor.
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